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ABSTRACT OF DISSERTATION 
Many overtly futuristic IoT applications acquire data gathered via distributed sensors that can be uniquely identified, localized, and communicated 
with, i.e., the support of sensor networks. Soft-sensing models are in demand to support IoT applications to achieve the maximal exploitation of 
transforming the information of measurements into more useful knowledge, which plays essential roles in condition monitoring, quality prediction, 
smooth control, and many other essential aspects of complex dynamical systems. This in turn calls for innovative soft-sensing models that account 
for scalability, heterogeneity, adaptivity, and robustness to unpredictable uncertainties. This dissertation develops a unified soft-sensing framework 
for complex dynamic systems, such as industrial processes, earth systems, etc., where novel strategies are proposed to deal with classification and 
regression problems, such as dynamic monitoring, quality prediction, etc. Specifically, this dissertation presents (a) a sequence-to-sequence deep 
learning framework based on variational auto-encoder that is complemented by pre-defined (or shallow) features in a hybrid approach to boost 
prediction/classification accuracy while reducing computational intensity and maintaining the performance in the presence of low-quality sensor 
data, such as missing values and sensor failures; (b) physics-coupled mechanisms to incorporate prior knowledge into deep learning soft-sensing 
models (e.g., physics-informed deep learning) for the multi-physics, multi-scale, complex, dynamic systems forecasting (e.g., long-time spatio-
temporal time-series prediction); and (c) novel graph-based soft-sensing neural networks, by integrating ideas from graph representation learning, 
for multivariate time-series classification of noisy and highly-imbalanced sensor data, which is able to capture the inter- and intra-series dependencies 
jointly in the spectral domain through semi-supervised learning. Evaluations are carried out in the domains of machine condition monitoring, ocean 
dynamics modeling and forecasting, and smart manufacturing. Comparative studies with baseline designs validate the superiority of our proposed 
innovations. 
 
BIOGRAPHICAL SKETCH 

https://fau-edu.zoom.us/my/tangyfau?pwd=N0dIK3ZXS3hOdzJlVXRoRzlOYVV6dz09


Born in Zhejiang, China 
B.S., Nanjing University of Aeronautics and Astronautics, Nanjing, China, 2015 
M.S., Nanjing University of Aeronautics and Astronautics, Nanjing, China, 2018 
Ph.D., Florida Atlantic University, Boca Raton, Florida, 2022 
  
CONCERNING PERIOD OF PREPARATION & QUALIFYING EXAMINATION  
Time in Preparation: Fall 2018-Spring 2022 
Qualifying Examination Passed: Fall 2019 
 
Published Papers: 
Huang, Yu, Chao Zhang, Jaswanth Yella, Sergei Petrov, Xiaoye Qian, Yufei Tang, Xingquan Zhu, and Sthitie Bom. "Grassnet: Graph soft sensing neural 
networks." In 2021 IEEE International Conference on Big Data (Big Data), pp. 746-756. IEEE, 2021. 
 
Huang, Yu, Yufei Tang, Hanqi Zhuang, James VanZwieten, and Laurent Marcel Cherubin. "Physics-informed Tensor-train ConvLSTM for Volumetric 
Velocity Forecasting of Loop Current." Frontiers in Artificial Intelligence (2021): 197. 
 
Huang, Yu, Yufei Tang, and James VanZwieten. "Prognostics with variational autoencoder by generative adversarial learning." IEEE Transactions on 
Industrial Electronics 69, no. 1 (2021): 856-867. 
 
Shi, Min, Yu Huang, Xingquan Zhu, Yufei Tang, Yuan Zhuang, and Jianxun Liu. "GAEN: Graph Attention Evolving Networks." In Proceedings of the 
Thirtieth International Joint Conference on Artificial Intelligence (IJCAI). 2021. 
 
Tang, Yufei, Yu Huang, Erica Lindbeck, Sam Lizza, James VanZwieten, Nathan Tom, and Wei Yao. "WEC fault modelling and condition monitoring: A 
graph-theoretic approach." IET Electric Power Applications 14, no. 5 (2020): 781-788. 
 
Huang, Yu, Yufei Tang, James VanZwieten, and Jianxun Liu. "Reliable machine prognostic health management in the presence of missing 
data." Concurrency and Computation: Practice and Experience 34, no. 12 (2020): e5762. 
 
Huang, Yu, Yufei Tang, James VanZwieten, Guoqian Jiang, and Tao Ding. "Remaining useful life estimation of hydrokinetic turbine blades using power 
signal." In 2019 IEEE Power & Energy Society General Meeting (PESGM), pp. 1-5. IEEE, 2019. 
 
Huang, Yu, Yufei Tang, James VanZwieten, Jianxun Liu, and Xiaocong Xiao. "An adversarial learning approach for machine prognostic health 
management." In 2019 International Conference on High Performance Big Data and Intelligent Systems (HPBD&IS), pp. 163-168. IEEE, 2019. 
 
Huang, Yu, Yufei Tang, Xingquan Zhu, Min Shi, Ali Muhamed Ali, Hanqi Zhuang, and Laurent Cherubin. "Physics-Coupled Spatio-Temporal Active 
Learning for Dynamical Systems." IEEE Access. Submitted. 
 
Huang, Yu, James Li, Min Shi, Hanqi Zhuang, Xingquan Zhu, Laurent Chérubin, James VanZwieten, and Yufei Tang. "ST-PCNN: Spatio-Temporal 
Physics-Coupled Neural Networks for Dynamics Forecasting." Artificial Intelligence for the Earth Systems. Submitted. 
 
Huang, Yu, Yufei Tang, and James VanZwieten. "Robust Spectral Temporal Graph Convolutional Learning for Multivariate Time-Series 
Forecasting." IEEE Transactions on Neural Networks and Learning Systems. Submitted. 
 


